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behavior data such as clicks in a recommender system.

* \Ne disentang\e both (1) items’ representations, which are parameters, and (2) users’
representations, which are the outputs of an encoder, via prototype-based clustering and f-VAE.
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It aims to learn factorized representations that uncover and disentangle performance. Moreover, it appears that:

the latent causal factors hidden in the observed data (Bengio et al., 2013). [+, <ce how interpretable the
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Our approach outperforms the baselines in terms of both disentanglement and

————————— 1. Disentanglement is generally associated with better performance.
2. Macro disentanglement benefits micro disentanglement, since the blue
curve (l.e., when K = 7) Is higher than the orange one (i.e., when K = 1).

Table 1: Collaborative filtering. All methods are constrained to have around 2 M d parameters, where
M 1s the number of items and d is the dimension of each item representation. We set d = 100.

Interpretability with cosine,

Existing work mostly focuses on image data, while we focus on the user |
but not with dot product.

behavior data collected in a recommender system.
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(a) Colored according to macro factors.
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(c) Mode collapse happens when we use
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0.37450 (£=0.00095)
0.36291 (£0.00094)
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igure 1: Our framework. Macro disentanglement is achieved by learning a set of prototypes, based
n which the user intention related with each item is inferred, and then capturing the preference of a
ser about the different intentions separately. Micro disentanglement is achieved by magnifying the

divergence, from which a term that penalizes total correlation can be separated, with a factor of 3.

T T T T T | T
-60 -40 -20 0 20 60

\ User Controllable Recommendation

 Macro disentanglement: Separate a user’s different intentions, e.g., to buy a shirt or a phone.
* Micro disentanglement: Separate a user’'s preference regarding different aspects when
executing a specific intention, e.qg., the preferred price, color, or size when buying a shirt.

Varying this single
dimension results in |
different bag sizes.

< ) =T x 7z O 7z ) dz 1) x,, Is a list of items clicked by user u. (2) z, is the user’s representation,
pe (Xu) pe (C) /pe (Xu | Zu, C) Po(2u) A2 | , hich is first factorized into K components at the macro level, and further | |
i ) actorized into d dimensions at the micro level. (3) C = {c;}; are one-hot _Another dimension
po (Xy | Zy, C H po(Ty.i | Zy, C). ndicators that tells which intention (out of the K options) is typically related §f IS about bag colors.
. ex ith each item i. p(C) is parameterized as a prototype-based network.
4*‘1[)9(0) [ ‘Lqe (2w |X0,C) [lnpg (Xu ‘ /AR C)] — B y DKL(QQ(Zu ‘ X C) Hpe(zu))}l(See the paper for details.)

(b) Colored according to categories. | A user may now (1) vary a single dimension such as color, while (2) keeping
the other dimensions constant when browsing the recommendation list.

|

Note: Not all dimensions are human-understandable. Well-trained models can only be identified with the help of a
few labels. We encourage future efforts to explore (semi-)supervised methods (Locatello et al., 2019a; 2019Db).

(These images are not generated, but retrieved according to the altered query vectors.)



